
MINGJU LIU
(908) 720-5062 ⋄ mliu9867@umd.edu

EDUCATION

University of Maryland, College Park 2023-present
Ph.D. student, Computer Engineering (Advisor: Prof. Cunxi Yu)
Research interests: Hardware-software Co-design, ML for EDA, CAD for AI
Rutgers, The State University of New Jersey 2019-2022
M.S., Electrical and Computer Engineering (GPA: 3.91/4.0)
University of Electronic Science and Technology of China 2016-2020
B.S., Information and Communication Engineering

ACADEMIC EXPERIENCE

Software Intern Summer 2025
Cadence Design Systems, San Jose, CA

AWARDS

UMD Outstanding Graduate Assistant Award, 2025

ICCAD Student Scholar Program Travel Grant, 2024

DAC Young Fellow, 2023

Honor Student of School of Information and Communication Engineering, 2019

UESTC University Scholarship, 2017, 2018, 2019

PUBLICATIONS

2025

• Mingju Liu, Jiaqi Yin, Alvaro Velasquez, Cunxi Yu. Differentiable Initialization Accelerated CPU-
GPU Hybrid Combinatorial Scheduling. The Thirty-ninth Annual Conference on Neural Information
Processing Systems (NeurIPS’25 under review)

• Mingju Liu, Daniel Robinson, Yingjie Li, Johannes Maximilian Kuehn, Rongjian Liang, Mark
Ren, Cunxi Yu. MapTune: Versatile ASIC Technology Mapping via Reinforcement Learning Guided
Library Tuning. IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems
(TODAES’25 under review)

• Mufeng Zhu,Mingju Liu, Cunxi Yu, Cheng-Hsin Hsu, Yao Liu. SGSS: Streaming 6-DoF Navigation
of Gaussian Splat Scenes. ACM Multimedia Systems Conference (MMsys’25 )

2024

• Mingju Liu, Daniel Robinson, Yingjie Li, Cunxi Yu. MapTune: Advancing ASIC Technology
Mapping via Reinforcement Learning Guided Library Tuning. ACM/IEEE International Conference
on Computer-Aided Design (ICCAD’24 )

• Mingju Liu, Yingjie Li, Jiaqi Yin, Zhiru Zhang, Cunxi Yu. Differentiable Combinatorial Scheduling
at Scale. International Conference on Machine Learning (ICML’24 )

• Yingjie Li, Mingju Liu, Alan Mischenko, Mark Ren, Cunxi Yu. DAG-aware Synthesis Orchestra-
tion. IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems (TCAD’24 )



2023

• Yingjie Li, Mingju Liu, Alan Mishchenko, Cunxi Yu. Verilog-to-PyG – A Framework for Graph
Learning and Augmentation on RTL Designs. ACM/IEEE International Conference on Computer-
Aided Design (ICCAD’23 )

2021

• Mingshuo Liu, Kevin Han, Mingju Liu, Bo Yuan, Yu Bai. Algorithm and Hardware Co-Design
Co-Optimization Framework for LSTM Accelerator using Fully Decomposed Tensor Train. Design
Automation Conference (DAC’21 WIP)

PROJECTS

• High-performance Algorithm Based on Nonconvex Optimization for Large-scale Tasks
Scheduling The ongoing research project focuses on investigating the potential of Gumbel-Softmax (GS)

in developing a neural network-based framework to solve large-scale scheduling problems. The project aims

to utilize GPU resources to achieve optimal Pareto Front of the runtime and the generation of the near-

optimal solutions that can surpass the performance of state-of-the-art (SOTA) methods such as Heuristic

based List-Scheduling (LS), Force-Directed-Scheduling (FDS) and Integer Linear Programming (ILP) solved

by commercial tools CPLEX and Gurobi. This endeavor seeks to contribute to the advancement of efficient

and effective solutions for complex scheduling tasks by integrating machine learning techniques.

Publications: ICML’24

• Algorithmic Exploration and Optimization of Fundamental Logic/Boolean Optimiza-
tion Problems for Logic Synthesis This research proposes a novel approach DAG-aware synthesis

orchestration to enhancing both the quality-of-results and runtime in logic synthesis. This approach in-

troduces new algorithmic concepts that strive to optimize the synthesis process by orchestrating multiple

optimization methods in a single traversal. Our experimental findings demonstrate that current state-of-the-

art (SOTA) DAG-aware logic synthesis algorithms tend to follow a common domain-specific design approach,

where transformations are executed individually in a single DAG-aware traversal. In contrast, our proposed

logic synthesis orchestration technique takes advantage of the interplay between optimization methods and

integrates them on-the-fly in a single traversal, leading to improved efficiency and effectiveness in logic syn-

thesis.

Publications: DAC’23 (WIP), IWLS’23, TCAD’24

TEACHING EXPERIENCE

Virtual Reality & Technology, Teaching Assistant, Spring’22, Spring’21, Spring’20

Computer Architecture, Teaching Assistant, Spring’18

SKILLS

Programming skills: Python, BASH, LATEX, C/C++, Matlab

Platforms: Linux (Ubuntu)


